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INTRODUCTION

ocuments available on the
ation to satisfy their
o usc a search

There is a huge quantity of text, audio, video, and other d
Internet, on about any subject. Users need to be able to find relevant informa
particular information needs. There are two wa for information: 1o )
engines or to browse directories organized by ¢ ahoo Dn‘ectorles)_- There 15
still a large part of the Internet that is not accessible (for example private databases and mtrane'ts).

Information retrieval (IR) is the task of representing, storing, organizing, and offen}lg
access to information items. IR is different from data retrieval, which is about finding precise
data in databases with a given structure. In IR systems, the information is not structured, it 18
contained in free form in text (webpages or other documents) or in multimedia content. The first
IR systems implemented in 1970°s were designed to work with small collections of text (for

example legal documents). Some of these techniques are now used in search engines.
In this chapter we describe information retrieval techniques, focusing on the challenges

facgd by search engines. One pgl‘tiCLllal' challenge is the large‘scale, given by the huge number of
webpages available on thé Infernet (for example, about 8 billion webpages were indexed by.

Google in 2005). Another challenge is inherent to any information retricval system that deals
with text: the ambiguity of the natural language (English or other languages) that makes it
difficult to have perfect matches between documents and user queries.

. The organization of this chapter is as follows. We briefly mention the search engines
lqstoxy, features, and services. We present the generic architecture of a search engineO W
discuss its Web crawling component, which has the task te collect webpages to be 'mde;e 1 ‘Tl e
we focus on the Information Retrieval component whicli has the task ;f retricving d ( e
(mainly text documents) that answer a user query. We present current method G ol
Fhe performance of the Information Retricval component. Practical ¢ i U:SGC_\ o eyaluate
information about existing IR systems and a dctailed cxam' le Lof al FOHSldClmlons nclude
(Google); we present methods for ranking webpages b ptl - a arge-scale scarch engine
Authorities algorithm and Google’s PageRzI:]k algoricthl yl ],en UT\pOrtal‘wce (the Hubs an
Invisible Web. the part of the Web that is not -~ dxlllj). n another.sectlon, we discuss the
other types of IR systems: digital libraries mumme;lfc 1 y scarch engines. We briefly present
We conclude with a discussion of the Sema:nt' > We '1a R systems, and distributed IR systpms.

1c Web and other future trends.

ys of scarching
ategories (such as Y
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arch engines N _
i available on the Web. A resource containing up
\ incwatch.com.
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There are many general-purposc scarch engines N
llol_]:ii;c inl’orm;lion on lhlc n?osl used search engines 1s: W
|lere arc some popular scarch engines (in alphabetic order):

AllTheWeb h(lp://\\'\\'\\v‘.ulllhcwch.com/

AltaVista hup:/www.altavista.cony

Excite hitp:/Avww.cxcite.com/

Google hitp://www.google.com/,

Hotbot hip://Awww.hotbot.com/

Lycos http://www.lycos.com/

MSN Scarch http://scarch.msn.com/

Teoma http://teoma.com/

WiseNut http:/Avww.wiscnut.com/

Yahoo! http://search.vahoo.com/

der to provide .
he ditferent
r.com/,

existing search engines in Or
luced to ranking results from t
arc: htt ./Jwww.metacrawle

Meta-search engines combine several
documents relevant to a user query. Their task Is rec
scarch engines and climinating duplicates. Some cxamples
lm]g://www.mamma.com/, and http://www.dogpile.com/.

Search Engine History

The very first tool uscd for scarching on the Internct L
narchive”). It was created in 1990 by Alan Emtage, a student at McGill University 1n Montreal.

The program downloaded the directory listings of all the files located on public anonymous FTP
sites, creating a scarchable databasc of filenames. Gopher was created in 1991 by Mark McCahill
at the University of Minnesota. While Archie indexed file names, Gopher indexed plain text
Jocuments. Two other programs, Veronica and Jughead, scarched the files stored in Gopher

index systems.
The first Web search engine used Wan

was called Archic (thc name stands for

\ dex, a now-defunct index collected by the World .
Wide Web Wanderer, a web crawler developed by Matthew Gray at MIT in 1993. Another very’
early isearch engine, Aliweb, also appéared in 1993, and still runs today. The first "full text"

crawler-based search engine was WebCrawler, 1994. Unlike its predecessors, it let users search
for any word in any web page; this became the standard for all major scarch engines cver since.
It was also the first one to be widely known to the public. Also in 1994, Lycos (which started at

Carnegie Mecllon University) came out, and became a major commercial endeavor.
Soon after, many search engines appeared and became popular. These included Excite,

Infoscek, Inktomi, Northern Light, and AltaVigta. In some ways, they competed with popular
directories such as Yahoo!. Later, the direciories integrated or added on search engine
technology for greater functionality.

Scarch engines were also known for the Internet investing frenzy that occurred in the late
1990s. Several companies entered the market spectacularly, with record gains during their initial
public offerings. Some have taken down their public scarch engine, and are marketing enterprise-
only editions, such as Northern Light. !

Around 2()0'1, the Google scarch cn‘g’iné rosc o prominence (Page and Brin, 1998). Its
success was basgd in part on the co‘nccpt of link popularity and PagcRank, that usgs {110 premisc
that good or desirable pages are pointed to by more pages than others. Google's minimalist us‘cr
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Search Engine Features and Services .
Search engines allow @ user o input keywords that deseribe an information need. The also offer
advanead search capabiliies, Although they lead 1o more precise, they are less utilized by users.
We brictly discuss sonme advaneed soareh Teatures. Boolean features (AND, OR, NO'T) that
allow retrieval ot documents that contain all the keywords (AND), any ol the keywords (OR),
axclude some words (NOT), or cambinations ol these Boolean operators. The proximity feature
searches for phrases or consecutive words (usually simple search can do this il the words are
surrounded by double quotes), The search can be done only in particular ficlds, such as URLs o1
diles. Limits can be imposed on the type ol retrieved pages: dale, language, file types, cle.
Some search engines also offer services: news divectories, image search, maps (such as
Google Maps), language tools (such as automatic translation tools or interfaces in particular
languages), newsgroup search, and other specialized scarches,
Search Engine Architectures
The components of a scarch engine arer Web crawling (gathering webpages), indexing
representing and storingithe information), retricval (being able to retricve documents relevant Lo
iser quf‘rms)\ and ranking the results in their order ol relevance. Figure | presents a simplified
dew of the components of a scarch engine. More details about the main module, the IR system,

vill tollow in the next sections.
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Figurc 1. The simplified architecture of a scarch engme.

WEB CRAWLING

1 frort  retseyiaes ¢ .
Web crawlers, also known as spiders or robots, have the task to collect wenpages Hr ire
iext collection for the IR system. The text is extracted from the HI ML code of the weop oy
text in neacing

Some information related to the HTML format may be stored too. For example,
or in bold font can be given higher weight than the rest of the text. '
A crawler starts with one or more hitp addresses (a set of root URLs), and follows 2l the

t % 1$1 ¢ » Bavtb frect cooaFe RN
inks on these pages recursively, to find additional pages. It can proceed by depth-first scarciing
¢l e cpyre s ?—’ /i

follow the first link in a page and all the links in the new pages that it lcads to, the
o follow the rest of the links in the current page) or by breadth-first searching ( follow all the
inks in the page for one step. then the links in the pages they point to, for one step, i)
Sreadth-first has the advantage that it explores aniformly outward from the root pags
equires memory to store all the links waiting to be traversed on the previous level (exp onent
1 the depth of the links structurc). It is the standard spidering method. Depth-first reguires less
yemory (linear in depth) but it might get “lost” pursuing a single thread. Both strategics can be
asily implemented using a quepe of links ( URLs) to be visited next. How new links sre ndded 1
c queue determines the scarsh strategy. FIFO (first in first out, append to end of the ‘
j\‘es breadth-first search. LIFO (last in first out, add to front of queue) gives «
curistically ordering the qucuc gives a “focused crawler” that directs it s
nteresting” pages. A spider needs 1o avoid visiting the same pages again wher Eobe o
rcular: it needs to keep track of pages that were already visited. o R
To extract links from a webpage i order to collect candidate links to follow. HTLI

perlink fields are parsed. I-Ig."e are two examples of hyperlinks: T |

<a href="http: /www sitc.uottawa.ca ~diana csi4d 077>

<frame src=""site-index.htm]™> !

v
LN
=
¢
§

w
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current base (Rl

le, the link is relative 10 the

as index.hml). The links are pul 1nto

internal references within the same
cted from the W1 Ml

cified, like in the last examp

. a default name 18 used (such
is one;

the text is cxua

([ the URL is notspe
Itzzﬁlclunncis not specified
form: the ending slash is removed, il there

canonical
page are removed, cte. Once the pages are collected.
dJocuments. to be processed by the IR system.
Robot exclusion protocols are used to prevent certain sites Or webpages from being
y that robots should not crawl or indcvx
a tag. The second one 12

. Web sites and pagces can specifl’
ocol or the robots met

andards arc conven
been

tions to be foltlowed
{or

indexcd by Web crawlers
prosccutcd

as, by using the Robots Exclusion Prot
st onc. These st
but companies have

ite cyberspace.

certain are
-y il
newer and less well-adopted than the fir

by “gOij robots”. They cannot be enforced
~disobeying™ these conventions and “trcspassing“’on prive
excluded directories. The site
¢ Web directory. See for
xcluded directories for
ser-agent

The Robots Exclusion Protocol

The Robots Exclusion Protocol
administrator has to put a “robots.(xt” file al the

exalm)lc http://www.ebay.com/robots.txt. The file “robots.xt”

"l [0 \' ™ B N B2 A4 29 M e . |

a given robot (uscr-agent). This file contains blank lines 10
ow’ line. No regul

disallowed directories. with one directory per “Disall

is a site-wide specification of
root of the host’
is a listol'c
separate diffeient u
ar expression can be used

as patterns for dircctorics.
To ex S - T ire si 1
clude all robots from the entire site, the file would contain:

User—agent:
is ;

W}

[
[
O

User—-agent *
Disallow: /tmp/

Disallow: /cgi-bin/
Disallow: /users/parancid/

To exclude a specific robot:

User-agent: GoogleBot

Disallow: /
To allow a specific robot: . “
User-agent: GoogleRBot . ?
i ' { { i R ( )
: ¢

Disallow:
The Robots Meta Tag
An individual documc
« (8] ) p ‘ ~ .
webpage. Th HEL;[\”[])M“ tag can be used to exclude indexing or following links i
age. The HL sec S T /INg (s in a particul:
g il e lno/n ol a specific HTML document can include a robots met P(‘”'“CU\dr
B 2 name="“rchots” content="none”> The s mela tag, such
0 aS o - =" >, The content value c: . e
two aspects: index of noi . value can be a pair of .
B lex \; olndex . o T . ¢ e apair or ve s
1 ow for allowi 0! -allomng or disallowing the indexing l f 't values for
: for allowing or disallowing following the links | l" g of this page. and
e s this page. There are two

followornofollov
index, followand none = noindex, nofoll
inder, nofol low, Toxe
Low. Lxamples:

s pide ol

—

special values: all =
R A S - :
ntent="noindex, follaw”>

r r‘:v_""“ d
y name="robcte COI

M . _ .
R content="index,nofollcw”>
‘ content="none”> o
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s best to have multiple

Mum-Threaded Spidering
Network delays are frequent when downloading individual pages. It 1 AL’s can be
(hreads running in parallel, each requesting a page from a different host. Thf:“U'R 7 s, in
distributed to threads, to guarantec cquitable distribution of requests across different ;05 ;,’n-‘

order to maximize through-put and avoid overloading any single server. For examibes gi 1?/1
Google spiders had multiple coordinated crawlers with about 300 threads each, together beng

able to download over 100 pages per sccond.

topic—directed

Focuséd Spidering
crest arc

More “interesting” pages could be explored first. There are two styles of focus: top
and link-directed. For the former, if the desired topic description or sample pages of int :
gjven, the spidering algorithm could sort the queue of links by the similarity (e.g. cosine meluc)l
of their source pages and/or anchor text to this topic description. For the latter, the spider cou‘l(.
keep track of in-degrec and out-degree of cach encountered page, and sort the queuc to prefer
popular pages with many in-coming links (authorities), or to prefer summary pages with many
out-going links (/iubs). See the section on page ranking algorithms for more details.

Keeping Spidered Pages Up-to-Date

The Web is very dynamic: therc are many new pages, updated pages, deleted pagces, ctc._ A
search engine needs to periodically check spidered pages for updates and deletions. A spider
could look in the HTML head information (c.g. meta tags on the last update) to determinc if the
page has changed, and only reload the entire the page if needed. It could track how often each
page is updated and preferentially return to pages which are historically more dynamic. It could
preferentially update pages that arc accessed morc often to optimize the freshness of popular

pages.
THE INFORMATION RETRIEVAL SYSTEM

of the architecture of an ‘IR system (Baeza-Yates and
[ §

Figure 2 presents a more detail§d view
Berthier Ribeiro-Neto, 1999). Text Operations are used to preprocess the documents collections

and to extract index words. The indexing module constructs an inverted index from words to
document pointers. The searching module retrieves documents that contain given query words,
using the inverted index. The ranking module scores all the retrieved documents according to a
relevance metric. The user interface manages interaction with the user: the input of the query and
the output of the ranked documents, including the visualization of results. The query operations

can transform fhe query in order to improve retrieval (query expansion using synonyms from a

(hesaurus, query transformation using relevance feedback).

(¥ Scanned with OKEN Scanner



_ — User Interface

( Uscr Text Operations
NgedA 7 Logiaal View  J
- Query Indexing Database
User Operations <«—| Manager
\'\tﬂuu,k/ / y g
' ‘// Inverted v
2 Searching file
Query ) S
e
7~ z .
( Ranked Ranking Retrieved
Docs .7 Docs

tigure 2. The architecture of an IR system: Text operations_are applied of t!le text ot_the
documents and on the description of the user information need n order to tran.storm .them n a
simplified form nceded for computation. The documents are indexed and the index 1s used. to
execute the search. After ranked documents are retrieved, the user can provide feedback which
can be used to refine the query and restart the search for improved results.

Preprocessing the document collection

There are several preprocessing steps needed to prepare the document collection for the IR task.

The first step 1s to filter out unwanted characters and markup (e.g. HTML tags, punctuation.

numbers. etc.). Then the text needs to be broken into tokens (keywords) by using as delimiters
white space and punctuation characters. This it not quite as straichtforward as it seems, since
words 1n texts are not always clearly delimited (for example, if the text is You can’t do this, you
can consider. the apostrophe as a word separator to get two words can and ¢, or ignore it as
separator and consider one word can't, or‘expand the contacted form into two words can and not

€

«

and use the white space as separator).  ° , { i *y A .
The keywords can be used as they are, or they can be transformed into a base form, for

example nouns in the singular form, verbs in the infinitive form, etc. (e.g., books becomes boolk,

ralked becomes talk). A common approach is to stem the tokens to “‘steny” forms. For example,

computational becomes comput and computing becomes comput. Stemming the terms before

ouilding the inverted index has the advantage that it reduces the size of the index, and allows for

etrieval of webpages with various inflected forms of a word (for example, when searching for

vebpates with the word computation, the results will include webpages with compu/azio”; and

U;;{puling).lStemming R easlieri to do than computing base forms, because stemmers rem:)\'e

uthxes. without needing a full dictionary of words in a laneuaee. : 3 .

Orter’s stemmer. netage. A popular and fast Stemmer is
Another uscful preprocessing step is to remove very freamens w1 .

fthe documents and cllo ﬁot bear any 1geaningﬁll cofmt\efl? tTllf;l L']L'i:'te“ Oll]dbdtl}at o o]

i of. could. ote.). An example of stopwords list can be found)atc: wied stopwords (e.g. a,

1D: www Jextck.com/manuals onix/slopwords | Ntml.
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also be detected to be usced as
a statistical method  for

lmportant phrases composed ol two or more words could
ther very

Levwords (possibly using a domain specific dictionary, or using
. | ‘ ™ nf > s . =¥ . ,)
il smg the text collection in order to deteet sequences ol words that appear t0ge
x that stores for each

often).
during the retrieval

Now the text is ready for the next step, building the inverted inde
Levword a list ol documents that contain it, in order to allow for fast access

step.

Information Retrieval Models
Ihis section presents information retricval models that can be applied on any text col'lectlon. Not
all the IR models are easily scaled up to be able to deal with a very large collection, such as
pages collected from the Web. The most important IR models are: the Boolean Model, the
Vector Space Model, and the Probabilistic Model. Various extensions of these m'oclels‘al'c
possible. We discuss one ol them here, Latent Semantic Indexing, which is an extension of the

\'cctor Space Model.

The Boolean Model
The Boolean model is the simplest to implement. A document is represented as a set of keywords.
Qucrics arc Boolcan expressions of keywords, connected by AND, OR, and NOT, including tl?c
use of brackets to indicate the scope of these operators. For example, the query “all the hotels
Rio Brazil or Hilo Hawaii, but not Hilton™ is typed by the user as:

[[Rio & Brazil] | [Hilo & Hawaii]] & hotel & !Hilton] _
The output of the system is a list of documents that are relevant, but there will be no partial

maiches or ranking. The Boolean model is very rigid: AND means “all”; OR means “any”. All
matched documents will be returned, making it difficult to control the number of documents
retrieved. All the matched documents satisfy the query to the same degree; that makes it difficult
to rank the output. Another disadvantage of this model is that is it not easy for the users to

express complex queries.

2

The Vector Space Model . ; . é
The vector space model of information retrieval is a very successful statistical method proposed

by Salton (1989). It generates weighted term vectors for each document in the collection, and for
the user query. Then the retrieval is based on the similarity between the query vector and
document vectors. The output documents are ranked according to this similarity. The similarity
is based on the occurrence fiequencies of the keywords in the query and in the documents.

Let's assume that ¢ distinct terms remain after preprocessing; let’s call them index terms
or the vocabulary. These terms form a vector space with dimensionality ¢, the size of the
vocabulary. Each term i, in a document j, is given a weight w;. Both the documents and the

queries are expressed as /-dimensional veetors: d, = (wy, wy, ..., w,).

A collection of N documents can be represented in the vector space model by a
s . . . d
documents-by-terms matrix. An entry in the matrix corresponds to the “weight” of a term in the
document; zero means the term has no significance i « it g ‘ 7
- : ans m he 1gnifice 1 the document; it simply doesn’t appear in
the document. The matrix tends to contain lots of zeros.

!
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Ihe weights in the matrix can be 1 if the term occuds in the document and 0 ltr o more
. . ~ s P-4 oo 1é ) 1.C. -
(binary weights); but the more frequent terms in a document arc more importan » ’
RN . ~ . “ . C o At AL S 1 NLs.
indicative of the topic. Therefore it is good to use the frequencics of the terms as weigh

Lt /o be the frequency of the term 7 in the document d, (T ‘

W o can normalize the rerm fiequency (1f) across the entire corpus: {fy = f; /maxfys - 1erms

that appear in many different documents are less indicative of overall topic. _
1g the term 7,

Let df; be the document frequency of term 7; — the number of documents containit
and letid/; be the mverse document ficquency of term 75

idf, = log (N/df)) '
(where N is the total number of documents). The id/ valuc is an indication Q‘f a lCl'l.ll S
discrimination power. The logarithm is used to dampen the effect relative to #f. A typical

combined term importance indicator is #/~idf weighting:

wy, = iy idfi = tfy log (N/df;).
A term occurring frequently in the document but rarely in the rest of the collection is
given high weight. Many other ways of determining term weights have been proposcd.

Experimentally, #/-idf has been found to work well.
The query is also transformed into a vector. It is typically treated as a document and also

if~idf 'weighted. Alternatively, the user could supply weights for the given query terms.
The similarity between vectors for the document d; and the query ¢ can be computed as

—_ —> — —
[ H 1

the vector inner product:
{ sim(dj.q)=djt (}z Yow ocwo

® i=1 iq

where i, is the weight of term 7 in document j and w,, is the weight of term / in the query
For binary vectors, the inner product is the number of matched query terms in the

document (the size of the intersection). For weighted term vectors, it is the sum of the products
of the weights of the matched terms. There are several problems with the inner product: it does
1ot have a bounded range of values; it favors long documents with a large number of unique
erms: it measures how many terms are matched but not how many terms are 1or matched.

The cosine similarity measure tends to work better. The formula is the same as the inner
roduct. but it is normalized by the length of the documents and the length of the query (the
ength of a vector is the squarc root of the sum of the squares of its components).

l

- = (\l'lj Wy

cosSim(d  ¢) = 1/7 *; = =1

4 /. . ! y !
/ v Zowy, - X Wiy | ’ I l
\i:I i=1 F
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A naive implementation of the vector space retnieval s SU\“?!‘“
comvert all the documents in collection C 1o y-iddf W cighted vectors, 1ox all ‘!h\‘
L ocabulary 37 convert the query to a ff-idf-weighted VOCWOT ¢ then 1o ‘\‘“h.“, .
compute cosSun(d, gj. sort the documents D) decreasing score and .‘ p\f\\“‘ ‘
Jocuments to the user. The time complexity wounld be O(371CD- Tt w ould ,m‘“ \ k\ "
farze § and C (tor example, if [V = 10,000 and (] = 100.000 then 17101 = 1.000,000,000 " one
" A practical implementation is based on the observauon that documents CU\“%““"““,‘ al
ne. ldentifving those documents that contaan A

T ator i the coane

are one of the

s>
L

of the query words do not affect the final ranking.
[ezst one query word is easily done by using an inverted index. The numer
milarity formula will be calculated much faster because the multiplicanons wh
rermms 15 zero will not be executed. |

The steps of a practical implementaion are as follows. Swep 1. pro-processing
(tokenization. stopword removal. stonming). detcrmines the xevwords i the vocabulary o be
c entry for cach Key word

= . . & - ~p ae ~ - . ) -
wsed as index terms. Step 2 is the building of the inverted mdex. with an

i the sucabulary (see Figure 3). The index is a data structure that will allow fast aceess i the

UL : i
retrisval step (hash table. B-tree. sparse list, etc.) For each keyword. the index keeps a hst ol all
-orresponding term frequency (7). Ttalso Keeps
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in ons pass trough the collection. The cosine similarity also requites  document
second pass to is needed to compute document vector lengths. The tme complextty ol
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indexing o document of z tokens is O{n). So indexing m such documents takes Ogn ).
n first pass. Therefore pomputing the vector "
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Computing idf scores can be done
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wplc of mverted index: for each term. df is the number of documents in which it
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. . ) o aresented L the user
¢ documents to the query is computed. The retricved documents are pl(.sc,n[ul o

ol thos .
in reversed order of their similarity to the query. b
The main advantages of the vector space model arc: it is simple and
atical theory: it considers both local (1) and global (idfy word occurrence ‘
<. ‘ . nettee and
anked results: it tends to work quit¢ practice

(,ll;ul'

ased on
csy it

mathem I’rcql.wncs”( »
srovides partial matching and r well in s
efficient implementation for large document collections.

The main wecaknesses arc: it docs not account for semantic information (c.g- W e the
and syntactic information (e.g. phrase structure, word order, proximity information); it facks the
. ol fa Bo le: de i L.t P ; .nt: for CXﬂmpIcﬁ g[vcn pl
control ol & olcan model (e.g., requiring a term to appcar in 4 document; s = ez
mwo-term query “A B”, it may prefer a document containing A frequently but not 13, 0¢

document that contains both A and B, but both less frequently).

word scnsc)

sester

| atent Semantic Indexing

(LSI) is an extension of the vector spac
cven when they do n

¢ retricval method (Deerwest
ot sharc any words with

Latent Semantic Indexing
” concepts, not explicit oncs). Thercfore i

ot al.. 1990). LSI can retrieve relevant documents
the query. Keywords are replaced by concepts (“latent T e
only a synonym of the keyword is present in 2 document, the document will be §t111 found
relevant. The idea behind LSI is to transform the matrix of documents by terms i a more
concentrated matrix by reducing the dimension of the vector space. The number of dimensions
becomes much lower, there is no longer a dimension for cach term, but rather a dimension for
cach “latent” concept or group of synonyms (though it is not clear what is the desired number of
concepts). The dimensionality of the matrix is reduced by a mathematical process called singular

value decomposition. For more details sce, for example,
http://lsi.research.telcordia.com/lsi/LSIpapers.html
The advantage of LSI is its strong formal framework that can bc applicd for text
nt documents. But the

collections in any language and the capacity to retrieve many releva
calculation of LSI is expensive, so in practice it works only for relatively small text collections.

The main disadvantage of LSI is that it does not allow for fast retricval, an inverted index cannot

be used since now we cannot locate documents by index keywords.
5 ; (

-~

f )
L i {

The Probabilistic Model
The probabilistic framework, initially proposcd by Robertson and Sparck-Jones (1976), is based

on the following idea. Given a user query, there is a set of documents which contain exactly the

relevant documents and no other documents, called the ideal answer sct. The query is a process
for specifying the properties of the answer sel, but we don’t know what these propertics are.
Therefore an effort has to be made to guess a description of the answer set and retrieve an initial
sel of documents. Then the user inspects the top retrieved documents, looking for the rclevant
ones. The IR system uses this information to refine the description of the ideal answer set. By
repeating this process, it s expected that the description of the ideal answer set will improve J
The description of ideal answer set is modeled in probabilistic terms. Given a user éuerv
;{ adnd a document d,, the probabilistic model tries to estimate the probability that thchuscr wii’]
ind the document ¢, relevant. The model assumes is ili
on the query and tl;e document representati:)n]ss'lfhhaet li]ZIIc:a]l)r;)bablllty' Of’relevance “epends only
’ : nswer set is referred to as R and
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tshould maximize the probability of rclevance, Documents in the set Roare predicted to be
IL'IL'\"“”'
The probahilistic ranle .
I abthistic ranking is compulted as:

sim(dq) — PR\ ) /e | dy

bility that it is not
he probability of
f A given B

This is the ratio ol the probability that the document d, is relevant and the proba
relevant. It rc!lccls the odds of the document d, being relevant, and minimizes |
an erroncous judgment, Using Baycs rule (for two cv)cnls A and B, the probability 0
is P(AIB) = P(BIA) P(A) / P(B)) we cxpand the formula:

) = P T RY A Ry~ ~ Pl | Ry

Siln((l /’({// l"lR) . /’("-1[() /)((I/l IR)

P(d, | R) is the probability of randomly sclecting the document d; from the sct R of rclevant
documents. P(R) stands for the probability that a document randomly sclected from  the
document collection is relevant. The meanings attached to P(d, | =R) and P(=R) are analo
and complementary. 2(R) and P(-R) arc the same for all the documents relative to the query.

.Wc replace the probability of cach document by the product of the probabilities ol .thc
terms it contains. We assume the terms oceur in a document independent of cach other; this is a
simplifying assumption that works well in practice, cven if in reality terms arc not independent,
the presence of a term might trigger the presence of a closely related term. We obtain:

,v(/)'z“_l:&_Ll’(/c, Ii)«!~‘,/)(/; R
sim((,lf : . E—"(’ f) TT)(—"(I(, "1()

where P(k; | R) is probability that the index term k, is present in a document randomly sclected
from the set R of relevant documents and P(—k, | R) is the probability that k; is not present . The
probabilities for =R have analogous meanings. Taking logarithms and ignoring factors that are
constant for all the documents in the context of the same query we obtain:

)= 2 w (168 bk Ry—" 8 —ptirt=rey

Yoyl i é { 1 A L ’ . {
i [)(—Iki IR) I)(’—lk(' l"‘)R)

gous

sim(d/
R
/

Where w are binary weights, 1 if the index term is in the document or in the query, 0 if not.
P(=k; | R)= 1 — P(k;| R) and P(=k;| =R) = I = P(k;| =R).
The probabilities left to estimate are: Pk, | R) and P(k | =R). They can have initial guesses:
Ptk,| R) = 0.5 and Pk, | =R) = dfi/ N, where df, is the number of documents that contain k..
This initial guess is used to retricve an initial set of document V, {rom which the subsct V,
contains the index term k,. The estimates are re-evaluated:
Pll, | R) = V,/V and P(k,|=R) = (df=V)/(N-V)
This process can be repeated recursively. By doing so, the guess of the probabilities can be
improved without the need of the user intervention (contrary to what we mentioned above).
The last formulas pose problems for small values of V and V, (such as V=1 and V= 0).
. To circumvent these problems, an adjustment factor is added, for example:
Ptk | R) = (V+0.5)/(V+1) and P(k;| =R) = (dfi—=V:+0.5)/(N-V+1)
A popular variant of the probabilistic model is the Okapi formula (Robertson et. al, 2000).
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Relevance Feedback S
L omend 5 complex. e
The users tend to ask short queries. even when the mformanon nead = = EER L ords
Jocuments are retrieved as answers because on the ambiguiy of S TARESE ===~ o~
» 3 e 1 e roloyant W e gRen.
multiple senses). If we know ihat some of retmeved documents Wetsie e FTROLT
to be able o reimiers o
L the user w

han ¢
terms from those documents can be addad to the HL"I} in order 2
not ’?CSS';P
Fhack n‘;.x_ ods

ﬁ-h\an! documents. Thl‘ is LJH >d re JL‘JrLs. _’r. > ;"'.It.' . OﬁC:L s N

udce the relevance of the remrieved documents. In this case pseudo-reiaiaimec 188 ©
iy < ) ass - £ ~ e are relovant and us
.an be used. They assume the first few retrieved documents are relevant 38¢

important terms from them 1o expand the query.

EVALUATION OF INFORMATION RETRIEVAL SYSTEMS

T¢ compare the performance of information vstems 1"41-:.:-: s a need tor
collecuions dnd Iwnchmarks. 1c TREC forum (Text Retricval Conference.
sverV WOar, SImned

provides test collections and organizes competition between IR systems ¢aert
= ¥ 1) !‘ oy ancee
3 1341 \oivhe 8

iInt o \‘\ )

1902

rewricval svst

% . S~
NP Irdd.mt

1 ]
- ~ h (31 ']
Solod sildiie

In order to compule evaluation scores. we nead o know the O\
wdard test collections. CLEF

judgments are produced by human judges and included in the sian
i orcaniZes compenton

(Cross-Language Evaluation Forum) is another evaluation forum that '
www cicl-

between IR systems that allow queries or documents i multiple langua

campaign.org’). since the vear 2000.
how far down

In order to evaluate the performance of an IR system we need 10 measure
vant \\"k moenis

the ranked list of results will 2 user need to look to find some or all the rele
starts with finding a collection of documents. A\ s¢t of quences
v label the

|

The typical evaluanon process
needs to be formulated. Then one or more human experts are needed to exhaustnve

relevant documents for each query. This assumes binary relevance judgmenist a document 1s
relevant or not to a query. This is simplification. because the relevancy 1s continuous: a
document can be relevant to a certain degree. Even if relevancy is binary, 1t can be a diflicult
judgment to maku Reley ancy, from a human \undpmm 1S \ubjL ctive because it d‘ncxm\ on a

specific user’s' judgment; it is situational. it relates to the user's current needs: it depends on
human perception and behavior; and it might be dynamic, 1t can change over nme

Once the test suite 15 assembled, we can compute numencal evaluation measures, for

ach query. and then average over all the queries in the test set.

recision and Recall
cision (P) measures the ability to retnieve top-ranked documents that are mostly relevant
carch to find all of the relevant items m the corpus

ecall (R) measures the ability of the s

. ‘ retrieved
P = Number of relevant documents

—Fotat-nnther-of—docnments—retrieved—

R= \f_m e of 43 Lmuza;n imends retrieved
Total number ol relevant documents
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F-measure and E-measure
Ihe F-mcasure combiney
nigh when both precision

Drecision anel reeyll,
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over recall or vice-vergy

precision and recall are e
recall weights more,

1nhted equally (H=1), il 3
(1+p>

Smeasure e Femeasie, which allovs cinplingrs o precision
The value of the parmeter (8 controls s ade off: o8 ff

g [ 4
| |)1‘ma|rsiml Wt-’i;‘{.lll;‘« e sineh 1 "' ‘
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\PR NS
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e
1
n the upper part of the figure, (h

1lg“l\) "l Sh()\\"S lhc dlh‘“ihl][l(\[] ()r[hc |'u“'i(b‘vu(| ‘l“"”l”"”“; VUG l“lf “}’H'/“”‘ (‘ll(-“”)‘(fll‘;l.
naximized by an IR system, In (he |

¢ interseetion of the two eireles s the part that npeeds to be
Lo . ower part of the figure, the number of documents that need
» be maximized is in the lower lefl comer and the upper vight comer, ‘The other 1w corpers
ould contain zeros for an ideal IR systen,

Entire doct@lidnyed & nol retrieved &
ollddli . R
collection 1rrelevant irreRatxidyed
cle
documents
va
: Y retrieved & not retrieved but
o relevant relevant
. y (Y ¢ f
{ ) 3 § i
an
retricved

not retrieved
Figure 4. Retrieved versus relevant documents,

Sometimes, for very large text collections or the Web, it is difficult to find the total
her of relevant items. In such cases, onc solution is to sample across the collection and to
rm relevance judgment on the sampled items. Another idea is to apply different retricval

ithms or different IR systems to the same collection for the same query, then aggregate the
nt items from all of them and perform relevance judgments on this set.
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plean Average Precision
| Lually precision is more Important than recall in IR systems, il the user is looking for an ansv/cl
(o a querys i for el th'c possible answers, Recall can be im, ortant when a user needs 1o lknow
all the rclevant m{ormzm(m on atopic. A system cunL i”C"C“\'Cppl-ccisinn by decrcasing recall and
vice-versa; there is a precision-recall tradeofT (for cxumpl(z recall can be increased by simply
retrieving more dOCuljm_:nls, but the precision will go down s;i11cc many retricvec
not be relevant). Precision-recall curyeg can be used to cm’;lparc two IR systems for
prccisiol,n z;‘ndlrccall-. ' S
n lact precision and recal] are or ing | stems. For example. b we
have two systems that retricye |0 dozsltnecl:l(::gciléﬁl fgviilllél\l/lzl\l;t [;jy;l(;lzt relevant, both have
recision 0.5, but a system that has the first 5 retrieved documents relevant and the next
irrclevant 1s much better than a system that has the first 5 retricved documents irrclevant and the
next 5 relevant (because the user wil] be annoyed to have to check the irrelevant documents first).
Modified measures that combine precision and recall and consider the order of the retricved
documents are necded.

Some good measures are- precision at 5 retrieved documents, precision at 10 retricved
documents or some other cut-off point; the R-Precision; the interpolated average precision; and
the mean average precision. The trec_eval script can be used to compute many cvaluation
measures (http://trec.nist.gov/trec eval/).

The R-precision is the precision at the R-th position in the ranking of the results for a
query that has R known relevant documents.

The interpolated average precision computes precision at fixed recall intervals (11
points), to allow fair average over all the queries in the test set at the same recall levels. Sce
Chapter 3 of (Baeza-Yates and Berthier Ribeiro-Neto, 1999) for more details. This mcasurc is
not much used use lately in evaluating IR systems.

The most widely-used measure is the mean average precision (MAP scorc). It computcs
precision at cach point in the ranking where a relevant document was found, divided by the

number of existing relevant documents (and then averages over all queries). Here is a simple

example of computing this measure.
Given a query g, for which the relevant documents are d1, d6, d10, d15, d22, d26, an IR system

retrieves the fol]ou{ing ranking: d6, ‘dZ, dll, d3, leL, d1, d14, d15, c}7, d23. We compute the
precision and recall for this ranking at each retrieved document.

1 documents will
all valuces ol

[ Rank | Document Recall Precision |

[ 1 | dé 1/6=0.166 1/1=1.00 \

[ 2 | d2 1/6 =0.166 112=10.50 |
IEE dll 1/6 =0.166 1/3=0.33 \
[ 4 ] d3 1/6 =0.166 1/4=0.25 \
I d10 2/6=0.33 2/5=10.40 \

| 6 | dI 3/6 =0.50 3/6 = 0.50 R
|7 ] d14 3/6 =0.50 3/7=0.42 \
85 ] d15 4/6 = 0.66 4/8 = 0.50 |
9 ] d7 416 = 0.66 49 =044 \
10 ] d23 4/6 = 0.66 410 = 0.40 ‘1
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In this table, the relevang documenty
documents (the second columny, Ay o
relevant documents were e

arc marked in bold in the ranked list of retricved
| ach position in the list, recall is computed as how mzmyl
U cd until this poj " the ' be relevant, anc
preciston 18 how many correey documents are 1111118:::} ll(:;l.lc(:'icnl'lit\/f(l l(\llt])(Z::/n:c::s up till this pomt.
At posttion R one correct document s retrieved oulcol‘ 6 (recall is 1/6) and 1 document is correct
H“"CL“:“:“.‘ s VD). A Position 2, 1 out of ¢ relevant documents is retrieved (recall is 1/6) and |
out of = 15 carreet (precision is 1/2). A position 5 one more relevant document is found; recall
becomes = out of 6 and precision 2 oug of 5. The average precision over positions |, 5, 6, and 8

t v rolave & cnts { s !
" hc;\khltlu\dnl ‘d‘OLlln]Llltb were found is (1.0+0.40+0.50+0.50)/6=0.40. The R-precision is the
precision at position 6, which is 3/6=0.50.

ricv

Novelty Ratio and COV&Q@

Other aspects O_f the retrieved resy]tg could be evaluated. The novelny ratio is the proportion of
dmumcntﬁ retricved and judged relevant by the user and of which the user was previously
mm\\'ar?: 1t llleasures the ability to find new information on a topic. The coverage ratio is the
proportion of relevant items retrieved out of the total relevant documents known to a user prior (o
the scarch. It is useful when the user wants to locate documents which they have scen before.
The user effort measures the amount of work required from the user in formulating querices,
conducting the search, and screening the output. The response time is the time interval between
the reception of a user query and the presentation of system responses. The form of presentation
is the influence of the search output format on the user’s ability to utilize the retrieved materials.

The collection coverage measures the extent to which any/all relevant items arc included in the
document collection.

PRACTICAL CONSIDERATIONS

Efficient Indexing

Several implementation issues were addressed in the section about the vector space retrieval,
including how to build an inverted index for fast retrigval. F igure 3 presented an example of
inverted index. This idea can be also used in the implementations of the Boolean model and ol
the probabilistic model. In order to allow searching for cxact phrases (two or morc consccutive
words) the positions of terms in documents can also be stored in the inverted index. Other
mformation can be stored in the index as well (for example if the word was found in 2 title,
heading, bold font, etc.)

THE INFORMATION RETRIEVAL SYSTEM .

Figure 2 presents a more detailed view of the architecture of an IR system (Bacza-Yates and
Berthier Ribeiro-Neto, 1999). Text Operations are used to preprocess the documents collections
and to extract index words. The indexing module constructs an inverted index from words (o
document pointers. The searching module retrieves documents thal contain given query avords,
using the inverted index. The ranking module scores all the retrieved documents according (o a
relevance metric. The user interface manages intcraction with the user: the input of the query and
the output of the ranked documents, including the visualization of results. The query operalions
¢n transform the query in order to improve retrieval (query expansion using synonyms [rom a
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Figure 2. “The architecture .Of an IR system: Text operations are applied of the text of the
(l.ocunli_cnts fmd on the description of the user information need in order to transform them in a
simplificd form nceded for computation. The documents arc indexed and the index is used to
execute the search. Afier ranked documents are retrieved, the user can provide feedback which

can be used to refine the query and restart the search for improved results.

Preprocessing the document collection

There are several preprocessing steps needed to prepare the document collection for the IR task.

The first step is to filter out unwanted characters and markup (c.g. HTML tags. punctuation.

numbers, etc.). Then the text needs to be broken into tokens (keywords) by using as delimiters

whitc space and punctuation characters. This it not quitc as straightforward as it seems. since
words In texts are not always clearly delimited (for example, if the text is You can 't do this. you
can consider the apostrophe as a word separator to get two words can and r. or ignore it as
separator and consider one word can't, or expand the contacted form into two words can and not

and useithe white space as separator). 1 i . i \
The keywords can be used as they are, or they can be transformed into a base form, for

example nouns in the singular form, verbs in the infinitive form, etc. (e.g., books becomes book.
talked becomes talk). A common approach is to stem the tokens to “stem™ forms. For example.
computational becomes compul and computing becomes comput. Stemming the terms before
building the inverted index has the advantage that 1t re‘duces the size of the index. and allows for
retrieval of webpages with various inflected forms of a word (for example. wheg scarching for
webpages with the word computation, the results will include webpages with computations and
C 4 . ~
computing). Stemming is easier 10 do than computing base forms, because stemmers remove
suffixes :vi'thoul needing a full dictionary of words in a language. A popular and fast stemmer is
’ o
Porter’s stemmer. ) N e i ; _
Another useful preprocessing step 1s to remove very frequent words that appear i most
of the documents and do not bear any meaningful content. They are called stopwords (e.g.. a.
Cl & ~ ]
. . ~ =Y 2 at:
the. it, of, could, etc.). An example of stopwords list can be found at

hilmivw.1exte_k.com/mzmuals/onix/sto words|.html.
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S nposc 4
Levwords (possibly usine g I(_l Ld'()l WO or more words could also be detected to be used as
oV = - N o ¢ < \ 1 | [ ~
-':;ﬂ‘/m‘, o collccﬁ(m i omam specific dictionary. or using a statistical method tov
analy7Inz norder to deteet sequences of words that appear together v e

Uﬂcni.
Now the text is readv f -

Y for the next step. building the inverted index that stores for cach

al

oword a list of documents . T ‘
ke s that contain it. in order to allow for fast access during the retriey

step.

Information Retrieval Models
This section PWSf“l-\ llllur}l\:l(lm\ retrieval models that can be applicd on any text collection. Not
all the IR mﬂdcli are castly scaled up to be able to deal with a very laree collection, such as
pages co‘llcclcd from the Web. The most important 1R models are: the Boolean Model. the
Vector Sp;l»cc Model and the Probabilistic Model. Various extensions of these models are
possible. We discuss one of them here. Latent Semantic Indexing., which is an extension of the

Vector Space Maodel.

The Boolean Model
The Boolean model is the simplest to implement. A document is represented as aset ol kevwords.
Queries are Boolean expressions of kevwords, connected by AND. ORLand NOT, including the
use of brackets to mdicate the scope of these operators For example. the query “all the hotels n
Rio Brazil or Hilo Hawait, but not Hilton™ 1s typed by the user as:

[[R10 & Brazil] | [Hilo & Hawan]] & hotel & 'Hhilton]
The output of the system 1s a list of documents that are relevant, but there will be no partial
matches or ranking. The Boolean model is very nigid: AND means “all”s OR means “any Al
matched documents will be returned, making it ditficult o control the number ol documents
retrieved. All the matched documents satisty the query to the same degree; that makes 1t difticult
to rank the output. Another disadvantage of this model 1s that is 1t not casy for the users

“express complex queries.
The Vector Space Model ( ‘ . ( ‘
[ of information retrieval is a very successiul statistical method proposed

The vector space mode
by Salton (1989). It gener
the user query. Then the retrieval
document vectors. The output documents

ates weighted term vectors for each document in the collecuion, and for

is based on the similarity between the query vector and
are ranked according to this similarity. The sinnlanty

is based on the occurrence frequencies of the keywords m the query and in the documents.

1 distinet terms remain after preprocessing, lets call them index terms

Let’s assumce th | |
th dunensionzhty 7. the size of the

or the vocabularv. These terms form @ veclorapact Wl
vocabulary Each term 4, in a document /. is given a weight w o Both the documents and the
s are expressed as £-du L W),

A collecion of V
documents-by-terms matrix. An ¢nt
document: zero means the term has n
the document The matnix tends 10 contain |

nensional vectors: d = (w o w

documents can be represented i the veetor space model by

rv in the matrix corresponds 1o the “weight™ of a terny in the

o significance i the documents it simply docesn™t appear 1
.

ots of zeros,
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Sy weights): but the mol‘l\k can be 1if the term oecurs in the document and 0 if it does not
!uliC'lli\’C ()Flhw (opic Thcrg[‘(m !:Qqucnt terms in a document are more important, i.c.. MOre
indici : lore it is " : : ights

| 7 be the frequency o't N £00d to usc the frequencies of the terms as weights.
Let /o be A y obthe term 7} in the document

o« can normalize (he term fieanen. ' '
W R = m frequency (1f) across the entire corpus: if, = f, / maxif,}. Terms
(hat ;}lbL o dO‘C“}:]( ([/lc /[‘cnl documents arc /ess indicative of overall lopic.

> > L - 10] [ e 2y o€ . e ~ M1 ]
Let dfs ibo the 1 .‘ requency of term 7) — the number of documents containing the term 7,
and letidf, be the inverse document frequency of term 7;:

idf, = log (N/d/)

(WhC.l'C'/V Is the total number of documents). The idf valuc is an indication of a fcrm’s
(//SC/‘I{H11‘1(1/10/1 power. [he logarithm is used to dampen the effect relative to If. A typical
combined term importance indicator is ¢/~idf weighting:

. . O o

wy = tfy idf = 1fy log (N/df)

A term occurring frequently in the document but rarely in the rest of the collection is
given high weight. Many other ways of determining term weights have been proposcd.
Experimentally, ¢/~idf has been found to work well.

The query is also transformed into a vector. It is typically treated as a document and alsc
/-idf weighted. Alternatively, the user could supply weights for the given query terms.

The similarity between vectors for the document o, and the query ¢ can be computed a:

—_ = = —

the vector inner product:
{ Sil]]((‘Y'_/,(/)=(/.j g= oW W

'
° i=1 ir I

where w, is the weight of term/ in document j and w,, is the weight of term 7 in the query

For binary vecctors, the inner product is the number of 11}atcllcc\ query terms in t
document (the size of the intersection). For weighted term vectors, 1t is the sum of the produ
of the weights of the matched terms. Therc arc several problems wnth the inner product: it dc
not have a bounded range of values; it favors long documents, with a large number of unic
terms: it measures how many terms arc matched but not how many terms are notf matched.

The cosine similarity measure tends to work better. The formula is the same as the in
product, but it is normaliz

ed by the length of the documents and the length of the query (
leneth of a vector is the squarc root of the sum of the squarcs of its components).
1

—_ =) Z ( Wy ' W I([)

cosSim( g)=d,® =__’i_:_]_____—————
_ ’ ) ,

q
i d e

|

|
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| he COSING measures lhc ; . )
(o 1. the smaller the angp e I)“”’I“‘ between the o vey tors (the Tngher the comme valie
( 3 . . | : ' Y1)
! ctween the veeior of the doctment and the vector ol the guery

.,“\k'l l
¢ S re relevant doe
Lofore @ mo § document). [3ec .
thett . , . . CCNLSe we ¢ y , y . . Cengeth ol 1
jociments 13 not a problem anymaoye onsider only the angle, the ey
t 2 ' - '
A naive mmplementatio "the ‘
Atton- ol the veeqor space retmeval s stragehttorward but ||n|nill"“'“|

L-()ll\L’ﬁ all (h"L‘ (,h)c“”_]cms i collection ¢ Lo 1f-iddf wetghted vectors, Tor all the |'.N/W””|" i the
_ocabulary [._‘.um\fcn the query (o 5 H-idf-weighted vecion {‘- ||,(.,I; for '("|(’,|I docment d, in €
compute cosSim(d, (/)E _sort the documents by (IUL'I'(;'!‘.IIHI'. lc«‘m- 'nui present  lop randeed
dncum}‘”'s “3 l]‘lC user. lhc’limc complexity whuld h(,; (l)(‘[t’l'-ll(l'|')‘ ll- \\;nnld Inrl;v very long lol
ge I"and € (for example, if[17] = 10,000 apq [T 100,000 then [FFC] 1,000.000,000).

A practical implementation I8 based on the observation that documents containing nom
of the query .‘\.'\rord's .do'nol u’l'l'ccl the final ranking, [dentifying those documents thal contain al
least gne query “0'(,' s casily done by using an inverted index. The numerator in the cosine
similarity lormpla will be calculate much faster because the multiplications where one of the
erms is zero will not be executed, -

Thp steps ol a practical implementation are as follows. Step |
(tokenization, stopword removal, stemming), determines the keywords in the vocabulary 1o be
used as index terms. Step 2 is the building of the inverted index, with an entry for cach keyword
in the vocabulary (sce Figure 3). The index is a data structure (hat will allow fast access in the
retrieval step (hash table, B-tree, sparse list, ele.) For cach keyword, the index keeps a list ol all
the documents where it appears together with (he corresponding term [requency (1), [t also keeps
the total number of occurrences in all documents (for the idf score). So the (f-idf scores can be
computed in one pass trough the collection. The cosine 'similurity also requires  document
lengths; a second pass to is needed to compute document vector lengths, The time complexity of
indexing a document of n tokens is O(n). So indexing m such documents takes OGn n).

Jar

pre-pre eessing

Computing idf scores can be done during the same first pass. Therefore [computing the vector
lengths is also O(m n). Completing the process takes O(m n), whichisatso ficcomplexity of just
reading in the collection of documents.
e
Index terms o Lo | '
‘ { ndex terms d [Dad | [ K \ LA
computer 3 g
databasc 2 I D,.3 I I

|T)"> 4 I I l |
science )

system | ID-,.Z | st
is(s

}lld\_h f;:
Figure 3 Examplc of inverted index: for cach term, df'is the number of documents in which it
occurred: each list element records the document where the term oceurred and how many times,

The last step is the retricval process. Ihe inverted index from Step 2 is used to find the

mited set of documents that contain al lcast one ol the query words. Then the cosine stnnlarity
!
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ol e order ol they vllml;u,ll/ (0 1|,{,, e Ihe vetrieved documents are presented o the user
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space anodel are: it is simple and based on clear

ematical theory v considey, 1 local (4 o
,;m”l' ) o ' I IST] ,|| (//) -’llll‘ aloly : ) cevrrence freauencics: it
qovides partial it himg and g o resulls: plobal (idf) word occurrence freq

cfpcien! implementation foy Farpe oy
} The miin V/(znl{llf:_',',u;, aye

It tends 1o work quite well in practice and allows
ment collections,
gptactie Iformation (¢, ) ” docs not account for semantic information (c.g. word scnsc)
and '/l"', O — - ]"(”" PRIVALG stricture, voord order, proximity information); it lacks the
’ “t s (v ( 1 ] 4 .
contro! ™ (’ uery “A 17, St el e 1o appear in a document; for example, given a
y=1C ’ :' ¢ .o ¢ 4 . . > ’ .
two-1cth l, at contai | i WAy prefer a document containing A frequently but not B. over a
Jocument that contiving Ot Ay 13, bhut both Jess frequently)

(atent Sernantic Indexing
[Latent .‘éulmmli(;) Iml(:zin;',l(f,.";fJ 5 an extension of the yeetor space retrieval method (Deerwester
ool 1990) LEL can retricve yeleya documents even when they do not share any words with
the query. Keywords are replaced by coneepts (“latent” coneepts, not explicit ones). Therefore if
only a synonym of the keyviord is present in a document. the document will be still found
relevant. The idca behind 1515 10 tansform the matrix 1)1’ documents by terms in a morc
concentrated matriz by reducing the dimension of the vector space. The number of dimensions
becomes much Jower, there is no longer o dimension for cach term, but rather a dimension for
cach “latent™ concept or proup of synonyms (though it is not clear what is the desired number of
concepts). The dimensionality of the matrix is reduced by a mathematical process called singular
value decomposition, For more defails sce, for example,
hitpi/lsirescarch telcordin.com/Isi/l S papers.hunl
The advantage of 151 is its strong formal framework that can be applied for text
collections in any Janguage and the capacity (o retricve many relevant documents. But the
calculation of 1.SI is cxpensive, so in practice it works only for relatively small text collections.
The main disadvantage of 1.5 s that it docs not allow for fast retricval, an inverted index cannot
he used since now we cannot locate documents by index keywords, |

[ : 2 f t : i ) ¢ {

Ihe Probabilistic IModel
The probabilistic framework, initially proposed by Robertson and Sparck-Jones (1976), is based
on the following idea, Given o user query, there is a set of documents which contain exactly the
wlevant documents and 110 other documents, called the ideal answer set. The query is a process
lor specifying the properties of the answer ,‘)'(:l,‘hl'ﬂ we (Io’n’l know what these properties are.
Hicietore an effort s 1o he made to goess a dgseription of the answer set and retrieve an initial
et of documents. Then the user inspeets the mpﬂ retrjeved d()’uu'ncnlsT Ionl'<ing for the relevant
s The 112 wysten uscs s information 10 |'cl!nc' the c-lc.s'cl"lpllon of the lclcz\l. answer set. By
Cpeating this process, it s cxpected that 'h‘{‘|‘3‘*‘5"'|"1””,”‘ l!lc ldL"il'I answer sel T\’ull Improve,
The deseription of Jdeadl answer sel s |111?<|c:lctl in ’|”)‘l()l)Il|)l|lHll('t lcrn}s', Given a user query
Tanda document d,, the probabilistic model fries fo cstimate lhg '|)mh:‘|hl|lly that the user will
5 that this probability o relevance depends only

§ { ) ’
Wi ]y document o releyvant, I he model :lbf,lllllt..v,H e o g |
R coentations. The adeal answer set s referred o oas R g

e query and the doctment representations . Cand
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quld maxmmze e probabily

1she of relevance . . )
‘ - Documents in the set R arc predicted to be

\;l”[' . 1
“he probabilistic rankine i
The p anking g computed

wele

as:

sim(d.q) = P(R|d)/ P(—R ld)

the ratio of the probability (|,

his 18 at the - . -
¢ It reflects the odds of (e document , is relevant and the probability that it is not

Jevant. - : . .
r;l:arroneous judgment. Usine Raye(lso;illmf(:?t d, being relevant, and minimizes the probability of
an ~ _ D/ A e € (Tor two events -obabili A civen B
s PAIB) = PBIA) P(A) / P(B)) we expand the fopmugns -+ e Propapility ob A e

J.4)= PR PR =
P(([, lﬁR)- P(ﬁR) - 7

simtd Pd, | =R)

pid | R) 1 th? pl‘?bablht}i of randomly selecting the document . from the set R of relevant
Jocuments. P(R/_ bm_”ds for the probability that a document ralndomly selected from the
Jocument collection is relevant. The meanings attached to P(d, | —R) and P(—R) are analogous
and complementary. P(R) and P(—R) are the same for all the documents relative to the query. .

.We 1'eplace the probability of each document by the product of the probabilities of the
terms 1} F‘Olltallls- W e assume the terms occur in a document independent of each other; this IS a
simplifying assumption Fhat works well in practice, even if in reality terms are not independent,
the presence of a term might trigger the presence of a closely related term. We obtain:

.-‘I)Ei:PJP(/\',_IR)- P(k, |=R)
sim(d / PEETRY-T P —R)

where P(k; | R) 1s probability that the index term &; is present in a document randomly selected
from the set R of relevant documents and P(—k; | R) is the probability that &, is not present . The
probabilities tor —R have analogous meanings. Taking logarithms and ignoring tactors that are
constant for all the documents in the context of the same query we obtain:

,t[)sZu- w (log _12(.43_}1R;_+]°g—15(1;i—1:f37—) ‘
~sim(d ,
{ s . ¥ . i i o :
i S P(—k | R) P(=k. | =R)

Where 1w are binary weights, 1 if the index term is in the document or in the query, 0 if not.
P(=k | R)= 1 — P(k;| R) and P(=k; | —R) =1 —-P(k,| =R).
The probabilities left to estimate ave: Pk, | R) and P(k; | —R). They can have initial guesses:

Pk | R) = 0.5 and P(k, | =R) = dfi/ N. where df. is the number of documents that contain £,
. an initial set ol document F. from which the subscl V,

This initjal guess is used to retrieve
contains the index term . The estimates are re-evaluated:

Ptk | R) =171 and P(k |R) = (dfi—=1)/ (N=V)

'his process can be repeated recursively. BY doing so. the guess ol the probabilities can be
"Mproved without the need of the user intervention (conlrury\lo’ what ‘}"C mentioned above).
The last tormulas pose hroblcmfs‘ for sn}mll \‘f\lllL‘S 011 \l n‘l\\d”\ . (:\l‘l‘Ch as V=1 and V- 0).
U Circumven these problems. an adjustment factor is added, for exampie:,

_ : _ ) 0 o= (df, - V. +0.5) (N=-V+])
Pk =(V+ +1) and Prk | —R) = (d; Y
|R) =V +0.5) /(" abilistic model 18 the Okapr formula (Robertson et al. 2000).

A popular variant ol the prob
(% scanned with OKEN Scanner



2olevance Feedback
e Lsers tend to ask short queries, ¢

C s are refrieved as i L vVen when the information need is complex. lrrelevant
Jocu linle senses). If we L Crs because op the ambiguity of the natural language (words
have ”}” mp th;)se‘ d.O(;ume NOW that somc of retricved gocumcnts wc;c r(;lev;ntbto‘ Thc query,
(erms r?j cuments. This _1‘1ts can be added to the query in order \to be able :o retrieve more
! Ciic(::?fie ?elevance-of thsel?eizrliléiic;e({em”cefeedbad(' Often, it is not pOSS‘iblC to ask the user o
cl;n:be *ced. They ass’ume e ﬁl-Stocuments. In this case pseudo-relevance feedback methods

few retriey '
‘ ed most
important (s £, hem fo kDA the oy documents are relevant and use the m

EVALUATION OF INFORMATION RETRIEVAL SYSTEMS

To wmpare’: tl(1lebperf]orm'fmce of information retrieval systems there is a need for standard test
collections and benchmay ks. The TREC forum (Text Retricval Conference, http:/trec.nist.gov/)
provides test collections and or

Tganizes competition between IR systems every year, since 1992.
In order to compute evaluation scores, we need to know the expected solution. Relevance

udgments are produced by human judges and included in the standard test collections. CLEF
Cross-Language Evaluation Forum) is another evaluation forum that organizes competition
ctween IR systems that allow queries or documents in multiple languages (http:/www.clel-
ampaign.org/), since the year 2000.

In order to evaluate the performance of an IR system we need to measure how far down

he ranked list of results will a user need to look to find some or all the relevant documents.
he typical evaluation process starts with finding a collection of documents. A set of queries
ceds to be formulated. Then one or more human experts are needed to exhaustively label the
levant documents for cach query. This assumes binary relevance judgments: a document is
levant or not to a query. This is simplification, because the relevancy is continuous: a
ycument can be relevant to a certain degree. Even if relevancy is binary, it can be a difficult
dgment to make. Relevancy, from a human standpoint; is subjective because it depends on a
ecific user’s jlldgmeht; it is situational, it relates to“ th.e user’s current' ne.eds;‘ it depends on
man perception and behavior; and it might be dynamic, it can chqnge over time.

Once the test suite is assembled, we can compute numerical evaluation measures, for
ch query, and then average over all the querics in the test set.

ecision and Recall

cision (P) measures the abifity to retrieve top-ranked documents that are mostly relevant.
A C H3 - ~ . ’ s 2 & o
call (R) measures the ability of the search to find all of the relevant items in the corpus.

retrieved
P = Number of relevant documents
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ol recallfor viee AL he \\.‘1lllk |b_ll\k E-mcasure, which allows cmphasis on precision
ol the parameter B controls this trade-off: if = |

“\\\‘l\\‘l\\n \‘Nl\{ l'\\\\{l“ {“\\ \\l\\i\' N . )
‘ s caually (1-r), i B =<1 precision weights more, and if 5 > 1

el wetghts more,

B =,
VR i)

E= PP+ R

TN

Fraure < shows the disteibut . ‘
In the u per part ol the k(‘itfl\\l.l\lhmmp DELe tetrieved documents versus the relevant documents.
" i.l\li h\¥ ?m IR s kt gare. the intersection of the two circles is the part that needs to be
manmuzed by an IR system. In the lower patt of the figure, the number of documents that need

o be nm\m\nad IS In the klowcr }lcl'l corner and the upper right corner. The other two corners
would contam zeros for an ideal IR system. )

Entire doctgtienaved & not retrieved &

117. . )

collechon irrelevant 1rreRatxixtved
cle documents
va

--d

retrieved & not retrieved but

rel relevant | relevant o
i { ¥ { ' { g f .
an .
retrieved not retrieved

Fioure 4. Retrieved versus relevant documents.
o

Sometimes, for very large text collections.or t.he Web, it is difficult to ﬁnc} the total
Imber of relevant items. In such cases, one solution 1s to sgmplg across the c_ollectnon al?d to
rform relevance judgment on the sampled 1tems. A'llOﬂ.](?l- }ldea‘ 1S 1‘0 aPPl}’ﬂdl‘“e'l ent- l'e'lrleval
corithms or different IR systems 1o the same collcctl.on for the ban-T" quclny, 1cn aggregate the
levant items from all of them and perform relevance judgments on this sel.
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| In fact precision and reey | .
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srelevant (because the ugep Will b lil\l\();‘/‘«\‘ 'llw .,
odified measures thatcombine Precision :.\n((l ‘]Q‘I"mvu
\jagumcnls are needed. ceall
some good measures ape: Precision at 8 pugpioue
Jocuments or some (wllu"n"clllnnl‘l‘ point; the l\"l;l'\'&“il;il((;l\;f <‘|| (!(f(‘lllt}(tlll:;, precision al ll)‘ l’ull‘iwcfl
the mean average PI'L“CISI()IL The “‘w» . s(s|~i|)[l(,,lll’ |)|.L Il(?l'lfllﬂ)l.’llt',(l averape precision; :!ml
mcasul‘CS(I'IHP3/"“'CC-“131-g()\’/ll‘cc‘ eval/). ' ¢oused (o compute many cvaluation

The R-precision is the precision a( (e R-th pos
query that has R known relevant documents, |

The Illl(’l'/)\()‘/(l/(’(/ average precision compules precision at fixed recall intervals (1]
poinis), to allow Tair average over all (he queries in the test sel at the same recall levely, Sce
Chapter 3 ol (Baeza-Yates and Berthier Ribeiro-Neto, 1999) for more details, This measure is
not much used usc lately in evaluating IR systems.

The most widcly-used measurc is the mean average precision (MAP score). It computes
precision at cach point in the ranking where a relevant document was found, divided by the
mmber of existing relevant documents (and then averages over all querics). Here is a simple
example of computing this mcasure. .

Given a query q, for which the relevant documents are d1, d6, d10, d15, d22, d26, an IR system
retrieves the following ranking: do, d2, dl1, d3, d10, di, d14, d15, d7, d23. We compute the

L] . e - ~ ' v . e
precision and recall for this ranking at cach retricved document.

ool relevant, both hiyve
""' ‘|(|H‘lllll¢:l|(."; velevant and the pext 5
Lretieved documents inelevant and e
Lo check the rreleyan documents T,
and congider (e order of the retyieyed

on i the ranking of the results for a

| Rank Document Recall Precision ]
] dé6 1/6 = 0.166 I1/1=1.00
2 d2 176 = 0.166 [2=0.50
3 di /6 =0.166 13=033
4 B 176 = 0.166 /4= 0.25
S 410 276 = 0.33 25 = 0.4?
6 di 3/6 =0.50 3/6 - E).5z)
7 114 — 3/6=050 Z; - (;.4510
I E”S 476 = 0.6 29 =044
R 4/6 = 0.66 .
. d7 —0.66 410=040
| l.,.() . d23 4/6 = 0.0

]
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In order to deal with many small files in an elficient way (in both space requirements and
acess time), the system uses big virtual files addressable by 64 bit integers, and it supports
compression. The “Repository” contains the full HTML code of every webpage (compressed), a
document identifier, its length, and its URL. The “Document Index” keeps information about
ach document (the document identifier, the current document status, a pointer into the
repository, a document checksum, and various statistics). The “Lexicon” is a repository of words,
implemented as a;list and a hash table of pointers. The list stores occurrences of a particular word
ina particular document. It also records the types of hit: Plain (simple text), Fancy (i |
HTML format such as bold or heading) and Anchor (texton a link).

There are two indexes: The Forward Index_(for fast access to words using word
ST : 2 T ora) ¢ x—for tual
Wentifiers, and to documents using document identifiers) anc a

elrieval and similarity calculation). o o the 1
Goocgls b ctext )of a link with the page of the link and the page where the link

Poinis to. The ac ~of doing this arc: the anchors often pl:OVIC‘? ac;e“smt‘;rgf:::]l]l;"Or::(vl
‘ = . inde ., 1mages, @ ¢
Mehors may exist for documents which cannot be indexed (e, 1MAges, programs,

: ity of the results.
fiabases). propagating anchor text Improves the quality of the

IP@MQ Algorithms

Nadgi; vl

b “Wition 10 how relevant the retrieved webpa xamp
I\ . . . "

Y theyy importance. ‘A avebpage is important, for €

re to the user query, they can also be ranked
o le. if there are many webpages that have
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and quthoritics algorithm can he Summarized

o jubs A B @ e e ] as follows:
e (itializc forallp e St a - h, 1
Repeal k times (where k is the number of Herations):
v, — R ) Al .
Forallp €. tp = th (updale authorily scores)
iy rp
1, 1, = ) atln WP
Forallp € S. P ,,%: 2 (update hub scores)
. (

1 M
For all p € S: a,= a,/ ¢ where ¢ is a constant such that: ,2‘4((:,./(#)1 =

‘ ) ) —~/ / . l "'\'-I,'|4 v ql/ ‘1‘\{ thttq 2(11,1/1,) \
{ Forall p e Sth,=h,/c¢ whercels a constant such thatt =5 fie )y =

fie algorithm converges to a fix-point, where (he scores do not change at the next iteration. In
o stoa

aiice, 20 iterations producc fairly stable results,

bogle's PageRank | .
j + (the actual formula currently

Walemative link-analysis method is PageRank, used by ( mog\r‘(\h; l\(:\:;'\p\um mc((“mmmn

sdby Google might be slightly different). PageRank docs not (\t‘txzq \n\‘\;(\ B e e

ity e . author s applice ,

thween hub%s and %lulh()l"lliCS it ranks pages only by authority. Pl

' 5 .Cx‘tl\t\‘ () l‘ ﬂ (\l‘cry‘
:' d . ' i CS l'l'()lll](lll‘g l‘lb l : - . - ‘( \ .z\l\‘( \)\{
her | an a local n(\lphl)()l-h()()(l ol |‘mgus su ,thc p’\gcq Tt \:mn‘s‘ e e e g
N arc )LV !

ac “the \'\V'\dcd hy ins
AT R c‘\u\\ ol them ¢
| the pages ¢ e

IFpis a given page and ¢, - Cal
B iven by (he sum of the page ranks OF ¢
mhor . .

"‘-"L'fnl outgoing links:

+ P ) o 1 /('(q“))
PRODY) = (1-d) + d-(PR(q)/C(q) T - PR(q.)
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— 10, Fxample of “rank \II\L"!'/\\/'hCl\ aproup ol pages only point to therss Fves but
: pomted o by other pages | el
Phere are compheanons ;vi’\cn aproup ol pages only pomt o thenmelves ot |mln““
i other pagess they actas a“rank sk and absorh all the vanlko o the '\‘.v“"";" """l" l|.:'.‘|:|,:l« g
:I“u.l\ why the addittonal tactor o mthe formula s needed . The e Rank "l;","‘,"(','; g
~»ll.n\lun\ aarter”, that vistts apage powith a probability "'."‘:” byt page ,lim . | ‘|/4|nm|‘ o
~ s the probability at cach page that the “randony surfer will et bored and v '
;",,m\\\hclc clse, allowing the surfer et out of possible dead ends

commercial Aspecls of Search Engines: sponsored Links e
Busmesses pay o adverise on e magor search engrmes, i \\U.l‘llt|‘ l:".‘t”;,‘,l",‘ i
websites. 1 the customers following links returned by search ‘-“,\'m“,‘, i(t;l en O e lnks
spectfic terms. A business can bid for particular keywaords. Iln-: lla ( .l“L\““"/ L s
.rcmmcd by scarch engines for commercial purposes are l\"il“u | ;/‘m saredl o resul
appear .\cp';n:nc from other results, at the |mp|‘ lnlx|nnm ol |l|l‘}']‘|“v.;:;,:“:.'. ‘-:‘,”\'P'”‘“-,‘ ngin: ety
o The pav-per-click advertising method lows UL e {
'l:‘\‘lt.:rl‘\cs‘.\hlkmiili:rl,im\;\l (o the number of times users (ollow a sponsoted Tk

. ~ THEINVISIBLE WEB

he Invisible Web is the part of the Web that cannot be retrieved (seen) i the result pages Trom
The [avisible Weo ‘ : , et directories
seneral Web search engines and in almost all subject directones.,
‘.-L‘ (& i AR =

o ale 58S

%—eﬂlk‘lﬂlﬂ@«?‘“ﬂﬁf\(th is made up ol the contents of thousands ol specialized searchable

Most ol the "\”L be searched via the Web. The scarch results from many of these databases are

«lumhuxm‘ ot ‘mn .‘L,,:k\‘\'chp;u'cs that are eencrated justin answer (o the search - dvananue pages,

(lt::;\LI\L\tELl:‘ 1:12‘:*\'“:‘:(1&-1\ are nnl“.\lnl'cd anywhere: 1t is casier and cheaper to dynanmeally penerate
e .‘":.\.\:Cr l““:‘"’ for cach query than to store all the possible pages r‘nmummg' all the ‘]()f"\l\’)‘tf
answers 1o all the possible queries people could make o the database, Scareh engines cannot find
these pages. 11 the only way 10 4ecess \\'chpugﬁ requires the user o type something or select
combination of options, spiders are unable to index the pages, because they cannot type or select
options Also, spiders crawl or navigate the Web by following the Tinks in the webpages that are
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A gome gearehable databases vequive i fee i e g ITRTIRTETNRT 1
' 7 V! wa al” B N ! E e G i V ! it e
Loare o lew examples of free senrehnhle difilise | i pitsawide. iany i
L1 APLENS

e m :///_\w\_z\illy_gnj};\ Leom/pary/diveet i
puplopeiteprints.otpfexplorearchives shi|

G www deepwebrescieh.info/

o ,“-|i’culnl' V:\l}lc i academic research are:

i Librarians Index hitp://lii.org/
Academiclnfo huip://www academicinfo,net/
Infomine http://infomine,uer,edu/ _

rcluded Pages

'l‘hch,HI‘c also some types of pages that search engine ‘iUlHI'NIIIiné woelide by /”’/"’f"f Theie 15 no
wchnicul reason they could not include them if they yranted, 1 matter of selecting what (o
include in indexes that are already huge and expensive to operile,

* Some search engines may choose nol. Lo include pages Lecause the fotmal ol the
jocument would be infrequently or unsuccessully aear hed by the uoers of the scarch
engine. Pages formatted in PDF or pages that ave very litte HTHL text might be excluded
(though lately Google and other search engines indez POF files by transforining therm into
plain text with minimal HTML markup), Search endines alan fiave a bard tire indexing the
contents of documents in Flash, Shockwave, and other progras five Word, Wordpberfect,
etc, Pages consisting almost entirely of images are often czcluded as gl Seript-hused
pages are usually excluded, TITML Jinks containing a 7 lead 1o seript-hased pages. A seript is o
type of programming language that can he used 1o fetch and display wehpages, They can
be used to create all or part of a webpage, and to cormmunicate with searchable databases.
Most search engines are instructed not to cravil cites or indude pages i,hlm; e S(‘J}ph
technology, although it is often technically possible for them to do <o, This isﬁu policy
decision. 1f spiders encounter d Y in a URL or li}nk, l,lgt:;/ ;n"(;: pl:n;f,rmnnwf} (o 1‘32:(>k off, because
they could encounter poorly writlen seripts or intentional “spider fraps” dc.«:l;!{\cd to cnsharc
spiders, sometimes bogging them down in il}l‘ll'lllc Joops that fun up H?c cols;t an(\‘ time |t. fakes f(;r
spiders to do their work. Thits may result in }.hc confents of nin](;m,m; s;}tc using f;(;ll\?l&. cing
excluded from a search engine, or a gearch engine may crav/l a safe part of a site and omit others.

OTHER TYPES OF INFORMATION RETRIEVAL SYSTEMS

Multimedia Information Retrieval

There is a lot of multimedia content on (he Web, The information retricval systems deseribed
above were adapted 10 work with collections of images, video, or music, A query can be
expressed as (ext, or as a sample image, or by humming a melody, 1 the query s in text form,
the IR system can use (he text in the caption of the images, or the text deseription of the music
(composer, singer, album, ¢i¢.) in order 1o find the information, In this case the traditional TR
technology described above is used, 11 the query s an image or a picee of music, it can be treated
as a digital signal, Technigues such as vector space model can be extended 1o compute the
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hcnvt‘c“ twq slgl?als, w_hcrc the ttca.turcs i the vectors will not be frequenci ‘
“‘L”A,L\J . exts bpt features exn.a‘c‘ted l?y digital signal processing techni requencies ol
"“mldtimed‘ﬂ .IR sy_'stem_ drHe\_'s from a traditional IR syst;n n sj t\e %l Y
A e multimedia .ObJCC'tS is more complex than the Stmctm\ (:'lfdf‘wa)'lb' Fn_-st, the
on ({tf 121(11\.11“1{6).(\18 database management systems 1o adeq:flt(-:lli/\ :‘é‘;“‘eq‘;‘f
imedia o ST ) ‘ pESSE
e sasure is needed toji]cxt;t.c'ls]eionda t.he Slmllarlty. measure needs to be extended. The
ot med _ - a query to a multimedia document, and to rank the
L qultimedia documents. Third, query languages are more complex. Depending on the
y, the search can be done only by content (image, music, ctc.), onlyob'y text

el
¥ ol quet =
ns, OF @ combination of both. See chapters 11 and 12 of (Baeza-Yates and Berthier

eto, 1999) for more details.

-_.|?I1.L‘
l[l;ml‘b 'nte‘lmti
qmrt’-‘ nd gtore mu

:;ﬁptio
beiro—N
ital Libraries

[ libraries are among the first institutions to use IR systems, tO

the material from the library. The catalogs can be search Dy users in the library or
0gs use database technology: the

(title, a few subject headings, and a

\ditiona create catalogs of
ords for
.r the Web (online. public access catalogs). These catal

.ords are structured according to standards such as MARC

fication number).
Modern libraries are being transformed to d a result of the growth in
1igh the Web, a

ectronic publishing, which makes information available in a digital form. Throv
ngle interface provides access 0 local access to databasces in the

resources, as well as remote
sciences, humanities, and business, including full-text journals, newspapets, and directories.
_in multimedia not only in text forma e through the same

t, become availabl

details about the technology of digital libraries see, for example, (Lesk, 1997).
Many libraries, particularly academic and large public libraries, have undertaken digital
yrary project to achieve interoperability and ease of use and access. Two such projects arc the
ublic Library’s Virtual Electronic Library project (http://www.lap1.01'0,:), and
). A digital library

os Angeles P
niversity of Pennsylvania’s Digital Library (http://www.library.upenn.edu
tion to an actual library, for example the ACM Digital Library

juld have no connee
at contains journal and conference publications in Computer

Ny
igital libraries as

pecial collections
teway. For more

1ttp‘://portal.acm.org/dl.cfm) th

.4 LI . i : t
Digital libraries are more
round
naintaining, and preserving repositories. There are many international or national digital library
Defense Advanced Research Projects Agency (DARPA) and the National Aeronautics and Space
University of California at Berkeley, University of California at Santa Barbara and University of

cience. ¢ f i o | : A
than complex IR systems. They are social systems centered
various communities of users. They also have component for building, cataloging,
yrojects. One such project is the Digital Libraries Initiative (DLI) (phase one 1994-1998, phase
W0 in Progress) supported by the National Science Foundation (NSF), the Department of
Administration (NASA). The DLI phase one contained large research projects at six universitces:
University of [llinois Urbana-Champaign, Carnegie-Mellon University, Stanford University
1 ltch\gan. Thesc Pl()JCClS are dev.elopmg the next generation of tools for information discovery
management, retrieval and analysis. ’
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il R 4 detihuted ove
(e g gl be used to speed up procey hated aver many compater. Pl |

ating ! \ ! stngs Document g, -
\U,n|. sk mto Iml“IDlL‘. SCH‘\'Uh\i\mu\ tlasks the .‘ pavctetromme coan be ased to deede e
. sEshat cach involve extenuye

- h X . , )
oy with litle communication between then, SR, G S

WS purposes. Whe Collections can he divided by topie
i giralive. PUTPOSCS. ien the collection s , vy Lopies on o
g : i distibuted, an mdes e be bl Tog eaely

-t a centralized index is still needed |
Jiion- but ¢ CX s st needed i ovder 1o divect the semch for the terme i e

WS query- To build a distributed 1R systen,

|,Li'lhcr with engineering issues mmm'nn |IIL “li"”“““““ 1t e need do el
I _ _ St o diy b syateme :
rllhl;’incmng jssues involve: dul'\ninu a search pln‘l(‘)‘(":»l)“:t,:‘- |I“'ll;|"l::i‘|,lll:"" l’«"‘t ‘,l:,,":.| ,ltr ,“L“ll.“
Icsjgning SCIVers lh;\? can cfficiently aceept requests, mitiate .'l'm"'mw‘-:‘” ml ”“-I“-“;Tnm t.“.:"vi.f.‘
L.qucslﬁ- "md ,c'\‘)“ml sy \\\C:lh\_y mherent m the ])I(M‘t".‘.ll\;" |l';ln;' '.'1 o ll'l‘.ll‘!‘ t;ll l'HH"
cchniques: dc.\'l:._:nmg.n broker that can submit asynchronous search |u«|n.~-.|". lln |‘m|l|||)|t' SUTY |}
i l’““‘“"l and combine the intermediate results into a Gmad end user resutt The algonithy
Gsues mvolve: how to distribute documents across the distibuted search .‘vrw"x :, hm,-,"m decnde
Jhich servers should recerve a particular search request, and how to combine the results fron
Jifferent servers.

A special type of distributed TR systems are Peer-to-Peer TREsystens (P21), when the
pformation can be repeated on several computers, and there 1 no «:rulmi;ml aceess contral na
NP systen. the nodes (servers) are independent; cach node can leave or enter the systeim any
ime. Examples of P2P systems are Gutella and Napster: See chapter 9 ol (Bacza-Yates and
Jerthier Ribeiro-Neto, 1999) for more detanls about distributed systens

CONCLUSION AND FUTURE DIRECTIONS

of the methods used i mtonmation retrieval and search

This chapter presented an overview
s a very dynanue feld. always looking to

enuines. The technology of search engines
T ew ideas in order to satisfy user needs. Futnre trends in search enganes
age of rescarch prototypes. Multimedia TR systems on the
| other types of data are avalable

improvements and n
include technology that is yet in the st |
Web are becoming more important, as more video, music, an
on the Web and fast Internet aceess becomes comimon.

Natural Language Queries
d IR systems will also evolye, Users could cxpress their quenes m natural language,
semantic analysis of the quu"\cw_:nu\ the

Text-basce
not just as keywords. This requires deeper syntactic and
\ts. Allowing the user to orally describe the information need mto a microphone 15 a
a search engine (Crestant, 2002), Spoken queries need 1o be
a Speech Recognition system (thouuh current  speech
recognition crrors thal might hurt retrieval performance)
ailable (Savoy. 2003). The queries can

documel
more natural way to interacl with
wanslated into text queries using
iccognition technology would imtroduce
Cross-language Information Retrieval systems become ay
be a language in which the user feels comfortable, while the documents arcan another language.
‘;\“‘ requires automatic translation of the queries betore 1nn!xhim;_1\n;1n o doctiments  for
‘eval
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ation Extraction techniques look
« than showing — ,
s ather tha S ng lo the user long lists of links
nL snly in SPL_Lll."" domains, such ag biomedical | ‘\l‘(”[\“““”“cnls.
L "ot describing terrorist attacks (R al text (v
. (ext des g orist attacl .
.‘\Si‘i'h‘- ' ::q\,\fCI' lO a Cluerv CX‘)]'L\qu\d i\\\ (P{\”()l‘ “)()())' (‘)UC\\“”“\; /\“\\'\v”-in,, " l .
| eise _— | SriRE o n natural language. They reaui g techinigques return
A 10 match queries to selected sentences 'm. ( g .‘ y require deep semantic analysis
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or g ethods looked at exploring redundancy ¢ ‘( ocuments (Harabagiu et al.. 2000)
1 s IE AR ¢ ¢ on the b mariniaveali s -
b ¥CSs and even if some answers are wrong, sclecti h\“ Web: extract answers from many
P 1o a correct 1es (O > selecting the answer that has ¢ -
dsto d correct response (Clarke er al., 2001) g answel lh(\l.h.\.s a majority of votes
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2 gemantic Web and Use of Meta-Data

Most of the current forms of Web content are des;i

i inderstandable by computers, The Semq(llt(j CV;l%nc'd. to be prcscmc‘d to hL'lm'Im.H'. they
ptent with scmantic structurc in order to make it(m]'C ' d‘) s P
" antic Web project » . caningful to computers as well as to humans,
¢ Seman , project (hitp://www.semanticweb.org/) provides support for adding seimantic
potations (meta-data that. describes their content) to webpages .or muhimc:dia ()&bi-w; To
rcss tl;e flvnctél—.data thc'rc is a need for standardized vocabularics and constructs cxpl-icill‘w: and
mally define <m domain ontologies (sets of domain concepts and relations between them),

| Tl]@ perfomlance of current search engines and IR systems sulfers because of the
ibiguity of the natural language: words in documents and querics have multiple meanings and
:rctrleyal results often include the wrong meanings in addition to the desired mcaningsl’:c\tcr
ults will bﬂ? achieved if webpages contain precise semantic annotations. This will allow scarch
ents to navigate, collect, and utilize information on the Web in more reliable ways.

sualization and Categorization of Results
cuments in answer to a uscr qucry. Often uscrs look only

the first 10 documents. When recall in important to the user, a long list is not a good way of
£ the different categorics of

splaying the results. The list does not show the distribution o

swers. Various ideas are tried in order to present the results in more manageable ways, for
ample ,‘2—dimensiona1 maps or 3_dimentional visualizations (Chen et al., 1998). Automatic
ustering techniques can be used to, discover clusters of similar documents. Each cluster will

{ ' % § . .
en be an'object in the visual representation.

arch engines tend to retrieve many do

GLOSSARY

.oolean Model: a classic model of document retrieval based on classic sct theory? Uses Boolean

operator such as AND, OR, NOT.
igital objects’

igital Library: a complex system composed of: a repository of heterogencous d
indexing,

descriptions of these objects (meta-data); a sct of users; systems for capturing,
cataloging, searching, browsing, dclivery, archiving, and preserving the repository.

1
Distributed Information Retrieval: IR syslems that distribute the data collection and the

| 1 :
mputation over multiple servers.
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o speed up the scarch. For cach keyword, it records the number ob

qpucture built t
1d possibly other information.

AR o o
" Jat i documemb al
sl

n""‘mL‘”L.L

‘ jon etrieval (IR): part of Computer Science that studies the retrieval of information
| . At ,.‘_‘_ .T . . .ot

My from @ collection of wnitten documents. The retrieved documents atm al satisfymng a

ald . . .
d fion need usually expressed in natural language.

x
i plorma

web: the part of the Web not indexed by search cneines, mostly composed of
g chablC databases. These databases produce dynamic HTML pages as results to querics,

" efore the pages cannot be indexed by search engines.
that cxtends the classic veetor

he
he dimensions are 1O longer the

emantic Indexing: a model of information retrieval

jlent S . _
gace nodel; it reduces the dimension of the vector space; t
dex terms, they approximate concepts.
erage Precision: an information retrieval performance mcasurc that combincs
higher in the list of retricved

ds rclevant documents ranked
t in the

sion values for cach relevant documen

can AY
1d rccall and rcwar

recision alt
documents. Computed as the average of the preci
ranked results.

£ the data (in XML or other description language)

leta-data: description 0
multiple

is provided to
unified hist

re a single entry point
h engines and a

a search technique whe
s sent to these searc

[eta-search:
h engines. The user query 1

heterogeneous searc
of results 18 presented to the user.

ith images, video, audio, music or

fultimedia Information Retrieval: IR systems that deal w

other multimedia objects.
'age Ranking: methods for ranking webpages by their popularity, for example based on the
pumber of links that point to a page. :

! 3 i i $ i i
-to-Peer Information Retrieval: Distributed IR systems where the nodes are independent

ave or join the system any time.

{

Peer
computers that can le

ance measure that quantifies the fraction of the

Precision: an information retrieval perform
retrieved documents which are relevant.
a

Probabilistic Model: a model of information retrieval bascd on a probabilistic interpretation of

document relevance to a user query.

ation need in the input language of the information
Boolean connectives (AND, OR, NOT)

Query: the expression of the user inform
system. Usually keywords and sometimes 2 few

Reeall: ap i
. an information retri i
nation retrieval performance measure that quantifies the fraction of know

evan :
tdocuments that are among the retrieved documents
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